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From now I will 

call it JM



Some Prerequisites

❑ What is longitudinal data ?

Repeated measurements of one or 
more variable, taken on several 
(small in number) time points for 
many subjects, involved in an 
experiment, constitute a 
longitudinal data.

❑ Example:

i. Weekly lowest temperature of 
50 largest cities in a month.

ii. Daily blood pressure 
measurements of 25 patients 
(say) during a week.

• Note: Since measurements 
are taken on the same subject 
(and each subject thereafter, 
such observations are 
correlated)

❑ What is time-to-event ?

As the name suggests, it is a 
variable denoting the time needed 
up to the occurrence of an event.

❑ Example:

i. Time needed to fail for an 
electronic device.

ii. Time to recover from a disease.

iii. Duration of life before death of 
a patient after receiving a 
drug.

• Note: Time-to-event r.v. 
should have distribution with 
positive range



Definition & classification of JM

❑ Suppose we observe two continuous processes e.g. longitudinal Y and 

time-to-event T. By joint modelling we mean to consider their joint 

likelihood based on available data, to find the estimates of the 

parameters involved.

❑ There are two different strategies to factorize the joint density of (Y, T) 

(Little (1995)) based on model interpretations, and consequently, 

suitability for individual problems.

❑ These are Selection Model and Pattern Mixture Model

                                                                                  

❑ Selection model would answer the question regarding how one’s 

response on the severity of the disease affects death (failure).

❑ Selection model will be used for rest of the discussion.



Justification & Area of application

❑ In clinical & other follow-up studies longitudinal data and 

survival data frequently arise together.

❑ For example, collecting information on blood pressure 

repeatedly over time and recording the time to recover 

form a disease for several patients.

❑ Logical to think that these two processes are associated in 

some ways.

❑ Separate analyses may lead to inefficient inferences.

❑ Joint models of longitudinal and survival data, on the 

other hand, incorporate all information simultaneously 

and may provide valid and efficient inferences.



Specifications of the Models
❑ Longitudinal model:

❑ It is often modelled as,

❑ Time-to-event model:

                                                                                           

     we define, 

AFT model with 

log-normal distn.

Liner mixed-effects

model



Roll of random effects
❑ Longitudinal observations, for a particular subject, are necessarily dependent.

❑ Random effects are incorporated to make the longitudinal outcomes as well as 

the two models dependent.



Construction of the joint likelihood

❑ Joint likelihood of longitudinal and time-to-event for ith subject is 

given by,

❑ Finally, 



Continued…
❑ It can be shown that,

      Needs numerical optimization techniques !

but actually

we need this
too complicated to 

handle mathematically



MCEM based estimation technique, a tricky 
way out !

❑ We use Fisher’s Scoring method to get the m.l.e of                      

❑ Score vector:

    So that, 

❑ Information matrix:    

condn. density

of 𝒃𝒊|𝒚𝒊𝒋, 𝒍𝒐𝒈 𝒕𝒊𝒋

condn. score

vector

condn. 

information matrix



But how to compute the expectations ?
❑ It can’t be always computed exactly !

❑ But can be approximated. 

              

 Thanks to Markov Chains Monte Carlo Technique !

❑ First we simulate random observations from                           using 

Metropolis Sampler 

❑ Use these observations to approximate the expectation as follows:

❑ Hence, 

 



Iterative Maximization
❑ Use iterative maximization algorithm successively to maximize that 

complicated likelihood

❑ And wait for convergence

Fisher’s Scoring Method



MCEM algorithm in a nutshell 
Step 1. Choose an initial estimate of 𝜃, say, 𝜃(0)

                   (using some suitable techniques)

     Step 2. Set k = 0

     Step 3. Generate R (10000, say) observations from ℎ(𝑏𝑖|𝑦𝑖𝑗 , 𝑙𝑜𝑔(𝑡𝑖𝑗))   

using Metropolis Sampler (a lot of difficulties involved!) taking some 

suitable proposal (Markov Chain)

     Step 4. Approximate the expectations involved in score function and   

information matrix (E-step withMonte Carlo)

     Step 5. Update the estimate as,

𝜃 𝑘+1 = 𝜃 𝑘 + 𝐼 𝜃 𝑘 −1
𝑆 𝜃 𝑘

(M-step with Fisher’s scoring)

     Step 6. Set k = k + 1

     Step 7. Continue steps 2-6 till the convergence



Simulation Studies
• Simulation studies are performed for three choices of 𝜎𝑇. N & n are kept fixed 

at 25 & 4 respectively.

• Study 1: Data generated by taking 𝛔𝐓 = 𝟏. 𝟓𝟓

✓ # of iteration: 80

✓ Estimate of 𝛼 shows almost 

constant pattern.

✓ 𝛼&𝜎𝑏 has biases closed to 

zero.



Continued…
• Study 2: Data generated by taking 𝛔𝐓 = 𝟎. 𝟓𝟎

✓ # of iteration: 50

✓ Estimate of 𝛼 shows

     usual pattern .

✓ now 𝜇, 𝛽 𝑎𝑛𝑑 𝜎𝑏 has

    less fluctuations near

     the starting area



Continued…
• Study 3: Data generated by taking 𝛔𝐓 = 𝟎. 𝟏𝟓

✓ # of iteration: 80

✓ 𝜇 behaves as usual

✓ after 7 or 8 iterations

𝜎𝑏 is more or less

     constant



Analysis of Muscular Dystrophy 
Syndrome data

❑ Data set consists of observations on composite muscle score (i.e. 

average of 10 muscle scores, which are responsible for walking).

❑ Two time to event indicators are also observed over different time 

points- time taken to walk 4 steps and time to get up from lying state.

❑ Objective is to characterize the relationship between failure time and 

the longitudinal outcomes.

❑ Only time to walk 4 steps is considered (advised by the doctors) in 

the present work.

➢ Data Description click here

DMD.csv


Continued…
❑ Estimates of the parameters with standard errors are given below:

❑ Performance of the MCEM algorithm for real data is shown in the following 

figure:



Discussion
❑ Principal objective of this work is to obtain the estimates of the 

parameters for a data set on muscular dystrophy syndrome.

❑ We have noticed that MCEM performed well for fixed values of  

𝜎𝑇 i.e. the standard deviation of time-to-event variable. 

❑ But when considering 𝜎𝑇 as random, sometimes the algorithm 

produces negative estimate of 𝜎𝑇 .

❑ Random errors in longitudinal model are standardized.

❑ In longitudinal model we have incorporated only one covariate, 

however more than covariate may also be used.

❑ Instead of linear, some suitable non-linear functions may also be 

used in both the models.
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